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Example of the family Income and Expenditure Survey data

Assigning corresponding class (or code) is an essential activity for 
efficient data processing in official statistics!!

Coding Task for Family Income and Expenditure Survey



Background

Coding task of the Family Income and Expenditure Survey

Autocoding method:
Reliability score based Bernoulli type simple Bayes model

Improve the Bernoulli type simple Bayes model which is one of naïve Bayes 
by introducing fuzzy measure as the reliability score

Improved method performs well and it will be practically implemented for 
autocoding of the Family Income and Expenditure Survey in 2022
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However, 

It is well known that the Bernoulli type simple Bayes model does not perform 
well for large amounts of complex data

Whereas, the data of the Family Income and Expenditure Survey included 

text descriptions that extracted from receipts digitally is 
getting large and complex



Objective
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To obtain stable results of discrimination as coding with high 
generalization performance dealing with cognitive uncertainty for 
text description data, 

we propose a new autocoding method which is a combined method 
of Support Vector Machine(SVM) and Fuzzy c-means(FCM).

• Utilizing SVM that is a machine learning method known as high 
generalization performance.

• Utilizing Fuzzy c-means method that is a computational intelligence 
method known as high performance dealing with cognitive uncertainty 
with linguistically motivated computation.



Related works:
Hybrid Method of SVM Utilizing Word2Vec and 
Classification Method based on the Reliability Score

Hybrid method of SVM utilizing Word2Vec and the previously developed 
classification method based on the reliability score was developed.

Improve both the ability of high classification accuracy and 
generalization performance.

Toko, Y., Sato-Ilic, M.: Efficient Autocoding Method in High Dimensional Space, Romanian Statistical Review, 1, 3-16 (2021) 



Related works:
Hybrid Method of Multi-Class SVM Utilizing Word2Vec 
and Classification Method based on the Reliability Score

Hybrid method of SVM utilizing Word2Vec and the previously developed 
classification method based on the reliability score was developed.

Improve both the ability of high classification accuracy and 
generalization performance. 
Toko, Y., Sato-Ilic, M.: Efficient Autocoding Method in High Dimensional Space, Romanian Statistical Review, 1, 3-16 (2021)

To improve the accuracy of the result of SVM in the developed hybrid 
method , a clustering method is applied.

We propose a new hybrid method of multi-class SVM and classification 
method based on reliability score in which SVM applies to each 
obtained cluster individually.

Including Multi-Class SVM

Toko, Y., Sato-Ilic, M : A Hybrid Method of Multi-Class SVM and Classification Method Based on Reliability Score for Autocoding of the Family Income and Expenditure Survey,
Czarnowski, I., Howlett, R.J., Jain, L. C. (Eds.), Smart Innovation, Systems and Technologies, 238, pp. 403-414. Springer (2021)



Objective
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Text descriptions that extracted from receipts digitally

To obtain stable results of discrimination as coding with high 
generalization performance dealing with cognitive uncertainty for 
text description data, 

we propose a new autocoding method which is a combined method 
of Support Vector Machine(SVM) and Fuzzy c-means(FCM).

• Utilizing Fuzzy c-means method that is a computational intelligence 
method known as high performance dealing with cognitive uncertainty.

• Computational intelligence is linguistically motivated computational 
paradigms, theory and design of fuzzy logic, neural networks, and 
evolutionary computation.



Overview of the proposed algorithm
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Bezdek, J.C.: Pattern Recognition with Fuzzy Objective Function Algorithms. 
Plenum Press, New York (1981)

Fuzzy c-means (FCM)
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K : number of clusters   n : number of objects   p : number of variables

𝒙𝑖 = 𝑥𝑖1, ⋯ , 𝑥𝑖𝑝 : 𝑖 𝑡ℎ object, 𝑖 = 1,⋯ , 𝑛

m : weighting exponent; 𝑚 ∈ (1,∞)

𝑉 = 𝑣𝑘𝑎 , 𝒗𝑘 = (𝑣𝑘1, ⋯ , 𝑣𝑘𝑝): center of cluster k, 𝑘 = 1,⋯ ,𝐾, 𝑎 = 1,⋯ , 𝑝

𝑈 = 𝑢𝑖𝑘 , 𝑢𝑖𝑘: degree of belongingness of 𝑖 𝑡ℎ object to a cluster k
𝑢𝑖𝑘 ∈ 0,1 , σ𝑘=1

𝐾 𝑢𝑖𝑘 = 1, 𝑖 = 1,2… , 𝑛

algorithm

Step 1. Initialize the degree of belongingness of objects to clusters

Step 2. Calculate the cluster centers

Step 3. Update the degree of belongingness of objects to clusters

Step 4. Stop if the difference of the degree of belongingness of objects to clusters and the 

degree calculated in the previous iteration is smaller than 𝜀; Otherwise, iterate steps 2 and 3.

Bezdek, J.C.: Pattern Recognition with Fuzzy Objective Function Algorithms. Plenum Press, New York (1981)



Word2Vec   

Word2vec algorithm learns word association from a given dataset utilizing 
a neural network model based on an idea of a Neural Probabilistic Language Model.
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The essence of the idea is to avoid the curse of dimensionality by Distributed 
Representations of words.

It produces a vector space and each word in the given dataset is assigned a corresponding numerical vector of a 
word in the produced vector space.

Input layer Hidden layer

Output layer

…

Continuous Skip-gram model

…

…
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Skip-gram model uses each current word 
in order to predict words within a certain 
range before and after the current word.

It gives less weight to the distant 
context words.

V: size of the vocabulary

C: maximum distance of the words

N-dimension

New York cheesecake with strawberry sauce

New  ?  cheesecake ?   strawberry sauce

current word

predict predict

ex.

Mikolov, T., Chen, K., Corrado, G., Dean, J.: Efficient estimation of word representations in 
vector space, arXiv preprint arXiv:1301.3781 (2013) 
Bengio, Y., Ducharme, R., Vincent, P., Jauvin, C.: A neural probabilistic language model, 
Journal of Machine Learning Research, 3, pp. 1137-1155 (2003)



Support Vector Machine (SVM)  

• SVM is a supervised machine learning algorithm for classification.

• It finds the maximum-margin hyperplane in high dimensional space for 
classification.

• It performs a non-linier classification mapping of input data into a 
higher dimensional space.
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Classification method based on reliability score
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ҧ𝑝𝑗𝑘: Reliability Score of j-th object to a class k

ҧ𝑝𝑗𝑘 = 𝑇 ෨𝑝𝑗𝑘 , 

𝑚=1

෩𝐾𝑗

෨𝑝𝑗𝑚
2 , 𝑗 = 1,… , 𝐽, 𝑘 = 1,… , ෩𝐾𝑗.

ҧ𝑝𝑗𝑘 = 𝑇 ෨𝑝𝑗𝑘, 1 + 

𝑚=1

෩𝐾𝑗

෨𝑝𝑗𝑚 log𝐾 ෨𝑝𝑗𝑚 , 𝑗 = 1,… , 𝐽, 𝑘 = 1,… , ෩𝐾𝑗.

Relative frequency of object j to class k Classification status of object j over the 
෨𝐾𝑗 classes

Probability measure Fuzzy Transformation from ෨𝑝𝑗𝑘to classification status of object j

Explanation of the uncertainty of the training data.
Utilization on the deference of measurement of uncertainty.

Ӗ𝑝𝑗𝑘 = 𝑔 𝑛𝑗 ҧ𝑝𝑗𝑘

The classifier arranges 𝑝𝑗1, … , 𝑝𝑗𝐾 in descending order and creates 𝑝𝑗1, … , 𝑝𝑗𝐾 , such as 𝑝𝑗1 ≥ ⋯ ≥ 𝑝𝑗𝐾 , 𝑗 = 1,… , 𝐽.

After that, ෨𝑝𝑗1, … , ෨𝑝𝑗 ෩𝐾𝑗
, ෨𝐾𝑗 ≤ 𝐾 are created.

T : T-norms (Menger, K, the National Academy of Sciences, USA 1942)

𝑝𝑗𝑘: Relative frequency of object j to class k

𝑝𝑗𝑘 =
𝑛𝑗𝑘

𝑛𝑗
, 𝑛𝑗 = 

𝑘=1

𝐾

𝑛𝑗𝑘 , 𝑗 = 1,… , 𝐽, 𝑘 = 1,… , 𝐾

𝑛𝑗𝑘: Number of text descriptions in a class k with j-th object in the training dataset

𝑔(𝑛𝑗): Weight for control size of object j 𝑔 𝑛𝑗 = ൗ𝑛𝑗 1 + 𝑛𝑗
2 , 𝑔 𝑛𝑗 = tanh 𝑛𝑗

Toko, Y., Iijima, S., Sato-Ilic, M.: Generalization for Improvement of the Reliability Score for Autocoding, Journal of Romanian Statistical Review, 3, pp. 47-59 (2019)

Toko, Y., Sato-Ilic, M.: Improvement of the training dataset for supervised multiclass classification, Czarnowski, I., Howlett, R.J., Jain, L. C. (Eds.), Smart Innovation,
Systems and Technologies, 193, pp. 291-302. Springer, Singapore (2020)



Proposed method

Step 1 Tokenize each text description into words by Sudachi 

Step 2 Obtaining numerical vectors corresponding to words applying
Word2Vec

1. Produce dataset for word2vec concatenating all tokenized words 
consecutively.

2. Train word2vec models to the produced dataset. 

Each unique word in the dataset will be assigned a corresponding
numerical vector

Step 3 Normalize each feature of the obtained set of numerical vectors 

Step 4 Produce sentence vectors for each text description based on
the normalized vectors

1. Obtain a corresponding numerical vector for each word in each text 
description from the set of normalized numerical vectors

2. Calculate the sum of numerical vectors for each text description
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Proposed method

Step 5 Apply fuzzy c-means method

1. Fuzzy c-means method is applied to sentence vectors produced in 
step 4 to classify them into K clusters. The number of clusters K is 
given in advance.

2. A whole data with obtained sentence vectors is divided according to 
the degree of belongingness of data to clusters.

Step 6 Assign corresponding class applying SVM for each dataset of
each cluster

1. Train a support vector machine for each cluster.
2. Predict a corresponding class for each target text description.

Determine the followings for training a support vector machine
• Cost parameter
• Kernel function to be applied
• Gamma parameter if radial basis function kernel is applied as a kernel function
• Type of methods: one-versus-one or one-versus- the-rest

14



Proposed method

Step 8 Perform step 5 thorough step 7 iteratively to the extracted
dataset in step 7 until obtaining enough better result

15

Step 7 Extract datasets that assigned classes with low classification 
accuracy in step 6

Step 9 Extract unmatched data

Step 10 Implement re-classification based on reliability score to the 
extracted unmatched data

Dataset that assigned classes with high classification accuracy in step 6 are 
accepted as classification results.



Numerical Example

Data
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Dataset   : Family Income and Expenditure Survey 

Data size : approx. 810 thousand instances (or sentences)

Contents : purchased items names in Japanese and

corresponding codes (approx. 520 different codes are available)

Implementation

• gensim : training a word2vec model
*Type of model architecture: skip-gram model   *Number of vector dimensions: 100
*Number of training iterations: 10,000               *Window size =2

• skfuzzy : fuzzy c-means clustering 
*Number of clusters: 2                                         *m parameter: 1.1
*Error rate: 0.0001                                              *Maximum number of iterations:10,000

• scikit-learn : normalization, grid search, and training support vector machines 
*kernel: radial basis function kernel

*cost parameter and gamma parameter: selected by grid search

We have confirmed our python code is run in R utilizing “reticulate” package that 

provides a comprehensive set of tools for interoperability between R and python. 

The following python libraries are applied: 



Numerical Example
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1st iteration: Classification accuracy of each cluster

2nd iteration: Classification accuracy of each cluster

3rd iteration: Classification accuracy of each cluster

Total Train Test
Correctly

assigned
Cost Gamma

C1 566,355 509,719 56,636 48,596 0.858 10 0.0012

C2 248,136 223,322 24,814 22,762 0.917 100 0.001

Total 814,491 733,041 81,450 71,358 0.876

Cluster

label

Number of text descriptions

Accuracy

SVM

Implement 2nd iteration to cluster C1 
that has lower classification accuracy.

Implement 3rd iteration to cluster C1_1 
that has lower classification accuracy. 

Implement 4th iteration to cluster C1_1_2 
that has lower classification accuracy. 

Total Train Test
Correctly

assigned
Cost Gamma

C1_1 249,261 224,334 24,927 19,635 0.788 10 0.0012

C1_2 317,094 285,384 31,710 28,488 0.898 10 0.0012

Total 566,355 509,718 56,637 48,123 0.850

SVMNumber of text descriptions
Cluster

label
Accuracy

Total Train Test
Correctly

assigned
Cost Gamma

C1_1_1 88,614 79,752 8,862 7,420 0.837 10 0.0012

C1_1_2 160,647 144,582 16,065 12,275 0.764 10 0.0012

Total 249,261 224,334 24,927 19,695 0.790

SVM
Cluster

label

Number of text descriptions

Accuracy

accept

accept

accept



Numerical Example

18

4th iteration: Classification accuracy of each cluster

Summary 

Total Train Test
Correctly

assigned
Cost Gamma

C1_1_2_1 61,398 55,258 6,140 5,556 0.905 10 0.0012

C1_1_2_2 99,249 89,324 9,925 6,700 0.675 10 0.0012

Total 160,647 144,582 16,065 12,256 0.763

SVM
Cluster

label

Number of text descriptions

Accuracy

Total Train Test
Correctly

assigned

C2 248,136 223,322 24,814 22,762 0.917

C1_2 317,094 285,384 31,710 28,488 0.898

C1_1_1 88,614 79,752 8,862 7,420 0.837

C1_1_2_1 61,398 55,258 6,140 5,556 0.905

C1_1_2_2 99,249 89,324 9,925 6,700 0.675

Total 814,491 733,040 81,451 70,926 0.871

Cluster

label

Number of text descriptions

Accuracy

accept

accept

Comparison of classification accuracy of the proposed method 
and the previously proposed method 

Note that, the previously proposed method applied meCab for tokenization whereas the proposed method applied Sudachi.  

Classification method Accuracy

Combined method of multi-class SVM by fuzzy c-means method

and the reliability score (Propsed method)
0.922

Combined method of multi-class SVM by k-means method

and the reliability score (Previously propsed method)
0.919

hybrid



Numerical Example

19

Classification accuracy of SVM by k-means method (previously proposed method)

Note that, the previously proposed method applied MeCab for tokenization whereas the proposed method applied Sudachi.  

Total Train Test
Correctly

assigned
Cost Gamma

C1 566,355 509,719 56,636 48,596 0.858 10 0.0012

C2 248,136 223,322 24,814 22,762 0.917 100 0.001

Total 814,491 733,041 81,450 71,358 0.876

Cluster

label

Number of text descriptions

Accuracy

SVM

Classification accuracy of SVM by fuzzy c-means method (proposed method) (1st iteration)

Cluster 1 4,568 4,111 457 375 0.821 30 0.0001

Cluster 2 37,454 33,708 3,746 3,719 0.993 100 0.0010

Cluster 3 137,157 123,441 13,716 12,068 0.880 30 0.0010

Cluster 4 148,585 133,726 14,859 12,909 0.869 10 0.0064

Cluster 5 38,003 34,202 3,801 3,082 0.811 10 0.0010

Cluster 6 31,288 28,159 3,129 3,116 0.996 100 0.0010

Cluster 7 275,852 248,266 27,586 22,929 0.831 90 0.0255

Cluster 8 47,421 42,678 4,743 4,243 0.895 90 0.0001

Cluster 9 48,332 43,498 4,834 4,093 0.847 100 0.0010

Cluster 10 45,831 41,247 4,584 3,672 0.801 10 0.0010

Total 814,491 733,036 81,455 70,206 0.862

Evaluation
Correctly

assigned
cost gamma

Cluster

Number of text descriptions

Accuracy

SVM

Total Training

Comparison of classification accuracy of SVM by fuzzy c-means method and 
SVM by k-means method



Conclusion
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We propose a new autocoding method that is a combined method of SVM  
and FCM with the reliability score.

Data is obtained as receipts digitally which include complex 
representation of text descriptions.

• Utilizing FCM(Fuzzy c-means) that is a computational intelligence 
method known as high performance dealing with cognitive uncertainty 
with linguistically motivated computation.

• Utilizing SVM that is a machine learning method known as high 
generalization performance.

The numerical example shows a better performance of the proposed 
method with the Family Income and Expenditure Survey.

Utilizing “reticulate” package in R, our python code run in R easily.
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